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Abstract  
Even as economic incentives are increasingly used by policymakers to spur state and local 
economic development, their use is controversial among the public and academics. We examine 
whether state and local incentives lead to higher rates of business start-ups in metropolitan 
counties. Existing research indicates that start-ups are important for supporting (net) job creation, 
long-term growth, innovation, and development. We find that incentives have a statistically 
significant, negative relationship with start-up rates in total and for some industries	including 
export-based and others that often receive incentives. Our findings support critics who contend 
that incentives crowd out other economic activity, potentially reducing long-term growth. We 
also find that greater inter-sectoral job mobility is positively linked to total start-ups, consistent 
with claims of those who advocate for policies that enhance labor market flexibility via reducing 
barriers to job mobility.   
 
  
Acknowledgements: 
Mark Partridge appreciates the partial support of the Agriculture and Food Research Initiative 
grant #11400612 “Maximizing the Gains of Old and New Energy Development for America`s 
Rural Communities.” The views expressed are solely of the authors and can in no way be taken to 
reflect the official opinion of the OECD. 
 
 
------------------------------------- 
* Corresponding author  



1 
	

	 1 

Author bios 
 

Mark Partridge is the C. William Swank Chair of Rural-Urban Policy at The Ohio State 
University and a Professor in the AED Economics Department. He is also an Adjunct Professor at 
Jinan University, Guangzhou (China) and at Gran Sasso Science Institute, L’Aquila (Italy). 
Professor Partridge has published in journals such as the American Economic Review, Journal of 
Economic Geography, Journal of International Economics, Journal of Urban Economics, 
Journal of Business and Economic Statistics, and Review of Economics and Statistics.  

Alexandra Tsvetkova is an Economist/Policy Analyst at the OECD Trento Centre (Italy) where 
she manages activities of the Spatial Productivity Lab. Before joining the OECD, Alexandra was 
affiliated with The Ohio State University and George Mason University. Her research on drivers 
of regional and local growth in the US has appeared in Small Business Economics, Energy 
Economics, Regional Science and Urban Economics, Economic Development Quarterly and 
other journals.  

Sydney Schreiner is a Ph.D. student in the Department of AED Economics at The Ohio State 
University with interests in regional and urban economics, labor economics, and economics of 
education. In current projects, she studies the effect of local levels of business dynamism on 
residential location choice and examines the effects of heterogeneity in coursework and, 
consequently, skill accumulation on wage outcomes for college graduates. Before beginning her 
graduate studies, Schreiner worked as a digital marketing analyst for Red Ventures and received a 
B.A. in economics from Davidson College. 
 
Carlianne Elizabeth Patrick is an assistant professor in the Department of Economics at the 
Andrew Young School of Policy Studies at Georgia State University. Her research investigates 
how local variation in economic incentives and other conditions affect economic agents, covering 
several topics under this umbrella. Her research has been published in journals such as Journal of 
Urban Economics, Regional Science and Urban Economics, National Tax Journal, Economic 
Inquiry, and Small Business Economics. 
  



2 
	

	 2 

“This is the Eighth Wonder of the World.”  
“…one of the great deals ever…” 

President Donald Trump describing the Wisconsin Foxconn incentive deal (Carr, 2019) 
 

Introduction 

The value of economic incentives has long been debated by the public and academics even as 

policymakers increase their use. The beginning of the modern U.S. tax incentive and subsidy era 

is typically attributed to Mississippi’s Balance Agriculture with Industry (BAWI) initiative 

enacted during the Great Depression.i BAWI worked very much like modern incentive schemes, 

using bonds, free land, tax abatements and other subsidies to attract business. Yet, BAWI was 

disbanded in 1940 in response to the same concerns that linger in today’s debate. Specifically, are 

such subsidy and incentive schemes worthwhile, or do they crowd out existing business 

expansions and potential business start-ups that would have otherwise occurred? Are they fiscally 

responsible and generate new revenues to offset their costs, or do they lead to other tax increases 

and service cutbacks? In sum, do incentive packages provide a good example of the “winners 

curse” with winning communities overpaying? We examine this issue by appraising whether 

incentives affect overall firm start-up rates, which play a key role in long-term growth.    

Economists have mixed findings regarding the effectiveness of business incentive and subsidy 

packages because they appear to be “picking winners” and distort markets. For example, Goetz et 

al. (2011), Patrick (2014), and Calcagno and Thompson (2014) find that incentives are generally 

ineffective and may actually harm employment growth. More recently, Neumark and Grijalva 

(2017) examine state job tax credits and report that some types of credits are effective at boosting 

job growth; however, their results also imply that credits are more effective at increasing hiring 

than at generating net job growth. On the other hand, Chirinko and Wilson (2016, 2008) study job 

tax credits and investment tax credits and provide evidence that incentives can be effective, albeit 

with modest effects. The estimates from Greenstone, Hornbeck, and Moretti (2010) suggest 

substantial benefits associated with highly-incentivized plants.  

Two recent examples of business incentive competitions provide good examples for why the 

debate is so contentious. First is the 2017 $4.5 billion Wisconsin package - the largest in the US 

to be given to a foreign company (Witte, 2019) – to lure a Foxconn factory to assemble TVs 

(Carr, 2019). Foxconn promised the factory would employ 13,000 at an average $23 hourly wage. 

Foxconn’s plans were highly touted by many, and they were central in then Wisconsin Governor 
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Scott Walker’s economic development plans. However, in early 2019, Foxconn announced it 

would not build its factory, stating that assembling TVs in the United States is unprofitable. 

Indeed, U.S. TV production had ceased decades ago. However, Foxconn quickly reversed course 

after White House pressure, though their exact plans are unclear. Yet, what does seem clear is 

that Foxconn’s initial promises will be unfulfilled (Witte, 2019).    

The second example comes from Amazon’s plans for a second headquarters (HQ2) (Bhattarai, 

2017). The company promised the new headquarters would employ 50,000 with $5 billion in 

capital expenditures. Amazon stated that low business taxes and generous incentives would be 

key deciding factors in their location decision.ii With over 200 cities submitting bids, Amazon 

announced in late 2018 that Northern Virginia and New York City were the winners, receiving 

about 25,000 jobs apiece. While Northern Virginia mainly celebrated, New York’s “victory” 

generated significant local controversy due to nearly $3 billion dollars in subsidies, as well as 

other costs, including more congestion and greater housing prices that could deter other 

businesses from locating there (Goodman and Weise, 2018). New York’s internal debate was so 

fierce that Amazon decided not to locate there. Indeed, this case shows how incentives can 

generate such widely diverging views.  

Incentive proponents typically point to many potential benefits: new economic activity reinforced 

by a new supply chain created to serve the incentivized firm(s); enhanced local spending from 

newly hired employees; new state and local tax revenues, and agglomeration effects in which the 

new business activity pushes a region above critical thresholds, leading to a developmental take-

off. Central to these positive effects to arise is that new business start-ups and local 

entrepreneurship intensify to satisfy many of these new demands.  

As noted above, incentives may also have adverse effects on the local economy. Indeed, key 

deciding factors listed in Amazon’s HQ2 RFP was a desire for low taxes but also for a range of 

public services, illustrating a desire for both low taxes and quality public services.iii Incentive 

proponents often argue that new business activity helps “bankroll” good public services from the 

new revenues—e.g., former Virginia Governor Terry McAuliffe is an outspoken advocate of this 

view (Vozzella, 2019). Yet, if such projects generate insufficient revenue, then who pays for 

public services and at what level? And what happens to the region’s overall competitiveness if 

other businesses are crowded out as other input costs bid up?  
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Our primary question is whether new business start-ups are crowded out by incentives. Small 

businesses and new businesses are especially vulnerable because tax incentives and subsidies are 

typically aimed at larger firms (and existing firms). As the Amazon case suggests, after attracting 

a large company, local policymakers will be expected to cater to its wishes, which may diverge 

from the needs of new and small firms in the region. Thus, while incentive proponents argue that 

new firms and existing small and medium-sized enterprises benefit from the new economic 

activity, it very well could be that they are the biggest (net) losers if the incentives crowd out 

enough small firms, offsetting benefits from the incentivized firm’s input purchases from small 

firms as well as any other local purchases from the incentivized firm’s owners and workers.iv  

The net effect of incentives on local business start-ups is then critical to the current and future 

health of local economies. Specifically at the national level, Neumark, Wall and Zhang (2011) 

find that small firms experience disproportionately faster net job creation compared to large 

firms—illustrating the possibility that by incentivizing large firms, a local region would be 

shifting to a composition of firm-sizes that typically have slower long-term job growth. 

Halitwanger, Jarmin and Miranda (2013) show that new firms, which often start small, 

disproportionately create more net jobs, illustrating how start-ups are a key feature of future job 

growth. To be sure, these studies were conducted at the national level and did not consider any 

“local spillovers” that affect local growth. 

Higher initial shares of small firms and self-employment are also associated with subsequently 

faster local economic growth rates, illustrating a positive spillover (Kromarek & Loveridge, 2014, 

2015; Goetz et al., 2012; Rupasingha & Goetz, 2013; Bunten et al., 2015). Tsvetkova, Partridge 

and Betz (2019) find that (net) creation of self-employment is linked to both considerably higher 

local employment and income multipliers than for existing firms—including large firms. Hence, 

reducing start-ups and small business activity can have adverse consequences on short- and long-

term growth. Given the recent interest in lagging regions (i.e., “left behind regions”), it is also 

noteworthy that small business/self-employment activity has been found to promote economic 

growth in lagging regions (Stephens & Partridge, 2011; Stephens et al., 2013).  

Given the central place of business incentives in modern U.S. economic development policy and 

the importance of small businesses and new start-ups for long-term economic growth and 

resilience, we examine how incentives affect business start-ups. We do this by studying start-up 
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behavior in a subset of metropolitan counties using a new tax incentive dataset available from the 

W.E. Upjohn Institute for Employment Research (Bartik, 2017) combined with the data on 

business start-ups from the U.S. Census Bureau. We use several estimation techniques including 

an instrumental variable approach, ordinary least squares, and negative binomial analysis. The 

findings consistently suggest that incentives are negatively related to firm formation both in the 

industry groupings that received the incentives and in total. The findings suggest that tax 

incentives and subsidies crowd-out start-ups despite their positive effects of directly supporting 

economic activity. Thus, incentives appear to reduce long-run job and income growth, at least 

when focusing on the start-up “channel,” forming a clear opportunity cost to incentive schemes.  

The paper proceeds in the following way. The next section reviews relevant literature followed by 

an overview of the incentives and taxes data from the W.E. Upjohn Institute. Section four 

describes the data and empirical methodology. Sections five and six present estimation results 

and assess their robustness. The final section summarizes our findings and makes 

recommendations for policy and future research. 

Literature review 

The existing literature shows that start-ups are important for the regional economic well-being. 

They disproportionately contribute to job creation directly and indirectly while promoting 

technological innovation and productivity (Fritsch, 2013; Fritsch & Mueller, 2004; Haltiwanger 

et al., 2013; Tsvetkova et al. 2019). Start-up rates vary widely across regions (Reynolds, Storey & 

Westhead, 2007; Bosma, van Stel & Suddle, 2008), which highlights the importance of regional 

factors in their ability to succeed. Economic development policies often seek to stimulate 

business entry, particularly in some industries or places (Harger & Ross, 2016). 

In general terms, state and local policymakers can promote economic development and business 

entry through tax policies and specific economic development incentive programs. There is a 

larger literature on the economic development effects of taxes because tax data are more readily 

available and comparable across locations. The results of tax studies, however, may be difficult to 

interpret because taxes also pay for public goods and services that benefit firms. Although less 

voluminous than the tax literature, there is also a long tradition of economic development 

incentives research, but there are very few studies on how standard business incentives affect 

start-ups (by contrast, see Hanson and Rohlin, 2011a for how a place-based policy affects start-up 
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rates).  

Despite the increase in state and local incentives and their growing associated costs (Bartik 2017), 

there is still no consensus on whether economic development incentives work, how they work, 

and in what types of regions, industries, and types of firms they work (Neumark and Simpson, 

2015). In part, the mixed results may be attributed to difficulties in obtaining meaningful and 

comparable data on incentives across locations – a challenge the current paper overcomes by 

using a new incentive dataset discussed in the next section. Another challenge is the endogeneity 

of incentives to local economic conditions. Bartik’s (2018) recent review concludes that the 

majority of existing studies uses methodological approaches likely to produce biased estimates 

and reports a smaller range of estimated effects when focusing on the unbiased studies only. 

More recent literature also indicates that mixed results may be due to heterogeneous effects 

across business types, locations, and industries (Patrick, Ross & Stephens, 2017).  

For example, there is a growing body of evidence suggesting that targeted economic development 

incentives may help some industries at the expense of others. Harger and Ross (2016) find both 

positive and negative effects of the New Markets Tax Credit (NMTC) program on employment 

growth, depending on the industry. Heterogeneous effects across industries are likely influenced 

by the fact that many incentive programs are designed so that capital incentives dominate labor 

incentives (Peters & Fisher, 2002). As a result, these programs should have more of an effect on 

the behavior of firms in capital-intensive industries and less so on those in labor-intensive 

industries. Patrick (2016) finds that increasing capital subsidies results in decreased employment 

density, changes in local industry mix, and facilitates capital-labor substitution within 

establishments. Likewise, Hanson and Rohlin (2011b) find that labor-targeted subsidies lead to 

greater concentration of labor-intensive industries at the expense of capital-intensive industries. 

All in all, it is plausible that economic incentives would have different effects on the behavior of 

start-ups compared to other types of economic activity. Given the prominent role of start-ups in 

growth, there is surprisingly little evidence on how economic development incentives affect 

them. Bruce and Deskins (2018) use counts of tax and non-tax incentives in a panel framework 

and find a small positive relationship between tax incentives and their measures of 

entrepreneurial activity; but, a small, negative relationship between non-tax incentives and sole-

proprietorships. Using a state-level version of the data used in this paper, Tuszynski and Stansel 
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(2018) find that incentives are negatively related to patents and small business establishments; are 

positively related to large business establishments, and have no significant relationship with new 

business formation or sole proprietorships. These two studies represent the most recent and 

comprehensive evidence regarding start-ups and economic development incentives. However, 

they both rely on the panel fixed effects methods to address endogeneity of incentives and much 

more aggregate data than the present study. In particular, we use county-level data, first-

differencing, instrumental variable, and other approaches to carry out a comprehensive and robust 

examination of the relationship between business incentives and business entry. 

Overview of incentives and taxes 

The Panel Database on Business Incentives for Economic Development, or Panel Database of 

Incentives and Taxes (PDIT) for short (Bartik, 2017), offers state-level information on a range of 

incentives and taxes that are a part of the “standard deal” offered to new medium-sized facilities 

that state and city officials wish to attract. It is probably the most comprehensive data source for 

tax incentives.v Although the publically available database is reported by state, it is based on 

annual data for one or more cities in the state, generally the largest principle city of the state’s 

largest Metropolitan Statistical Area (MSA) and other economically important MSAs. We use the 

unpublished city-level PDIT data for our analysis. 

The measures reported by the data capture common incentives offered to what reflects a 

representative incentivized firm in each industry, in contrast to occasional incentives aimed at 

only few firms. The following taxes are included in the tax burden calculations: (1) business 

property taxes; (2) state and local sales taxes on business inputs; (3) state taxes on corporate 

income and state gross receipts taxes. Certain tax types such as local corporate income taxes, 

taxes on business income via individual income tax system, public utility taxes, and insurance 

premium taxes are not included in the tax burden calculations. The incentive calculations include 

(1) property tax abatements, (2) customized job training subsidies; (3) investment tax credits 

(ITCs); (4) job creation tax credits (JCTCs) and (5) research and development tax credits.  

The “deal-closing” programs are only included if program data provide useful statistics. General 

sales tax exemptions are included for general categories of inputs if such exemptions are not 

discretionary. The database also does not include tax incentive data on geographically-targeted 

programs (e.g., enterprise zones and brownfield programs); tax-increment financing; 
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discretionary incentives that provide sales tax relief on input purchases, and incentives with a 

minimum investment requirement of greater than $100 million. For each city over a 20-year 

period, the Upjohn model generates annual values of gross taxes before incentives, the values of 

incentives, and net taxes after incentives. The present value of taxes and incentives is divided by 

the present value of value-added to generate the tax and incentive rates.  

In contrast to widely used databases such as the Council for Community and Economic Research 

(C2ER) State Economic Development Spending Database and the Good Jobs First Subsidy 

Tracker database, the PDIT provides data on the present value of a comprehensive and 

standardized set of taxes and incentives which are applicable to any eligible business in the state 

and city. The C2ER spending database only details state budgetary spending on economic 

development, including marketing and administrative activities. It does not include incentives that 

are tax expenditures rather than budgetary allocations, nor does it include detail on local taxes 

and incentives. The Good Jobs First Subsidy Tracker database provides recipient level detail for 

programs in states for which the nonprofit is able to collect data; however, the database does not 

include comprehensive data for all programs within a state or all states. In fact, there is 

considerable variation in which programs are reported within a state over time, as well as 

between states over time. Additionally, the Subsidy Tracker reports the undiscounted value of 

multi-year awards in the first year. In some cases, this is the combined value of state and local 

incentives and in others, it is the multi-year value of a single program award. Compared to these 

other sources for incentives data, the PDIT is preferable for our analysis because it provides 

standardized data over time for a comprehensive set of state and local taxes and incentives – 

avoiding artificial variation induced by state differences in reporting over time and incentives 

allocated via budgetary spending versus tax expenditures. Further, the standardized value in the 

PDIT avoids the endogenous relationship between awarded incentives and economic outcomes, 

whereby places with better (or worse) economic outlooks award either more or less incentives.  

As noted above, we use the unpublished city-level tax and incentives data to study start-ups in the 

cities’ MSA counties. Most of the incentive programs in the PDIT are provided through the state 

and are uniformly available to eligible businesses in any county in the state. Thus, some of the 

variation in the city-level measure is the same variation for all locations in the state. The 

remaining variation comes through local tax incentives, such as property tax abatements. Our use 

of the city-level PDIT for cities’ MSA counties assumes that the tax incentive policies of the 
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principal city in the MSA represent the tax incentive policies of local governments in the MSA. 

This is a reasonable assumption given that the existing research on tax and incentives competition 

indicates that competitive pressures erode tax and incentive differentials between nearby 

locations (Agrawal 2015). In addition, given that our empirical modelling uses first differences, 

we need a weaker assumption than the assumption that the principle city and its nearby suburban 

and exurban metropolitan counterparts have the same level of incentives. Instead, our models 

assume only that they raise and lower incentive packages in tandem, which is most consistent 

with the tax competition literature. 

Table 1 reports the average incentives as a share of value added for the five industries that receive 

the highest shares, the five that receive the lowest shares, and the median tax-incentive industries 

during our study period. Not surprisingly, four of the five top recipients are in manufacturing, as 

well as hotels/accommodations, which are often subsidized in medium- and large-urban 

downtowns near convention centers and arenas. The least incentivized industries are typically in 

services, though construction is on the list, whereas miscellaneous manufacturing and 

warehousing and storage are among the median industries for incentives.vi  

Table 2 shows the average of state and local taxes as a share of industry value added for the five 

industries that face the highest-tax shares, the five that have the lowest-tax shares, and those 

industries in the median.  Accommodation is one of the highest-taxed industries, which may be a 

reason why it receives higher incentives. Following the same logic, many of the lowest-tax 

industries are also the lowest incentive recipients. The overall correlation between total taxes and 

total incentives in our dataset is 0.509. Yet, it is noteworthy that no manufacturing industries are 

among the highest-taxed firms even as they are often among the highest incentive recipients.  

Table 1. List of industries with the highest and the lowest levels of incentives (% of value added 
by the industry) 

Industry Mean Std.Dev. Min Max 
Highest incentives 

Textile mills and textile product mills 0.0267 0.0016 0.0243 0.0291 
Primary metal manufacturing 0.0231 0.0010 0.0218 0.0246 
Accommodation 0.0230 0.0014 0.0203 0.0245 
Apparel, leather and allied product manufacturing 0.0226 0.0018 0.0198 0.0251 
Nonmetallic mineral product manufacturing 0.0223 0.0012 0.0205 0.0240 

Median incentives 
Warehousing and storage 0.0147 0.0013 0.0123 0.0162 
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Miscellaneous manufacturing 0.0147 0.0009 0.0133 0.0160 
Lowest incentives 

Legal services 0.0006 0.0001 0.0003 0.0007 
Construction 0.0006 0.0001 0.0005 0.0007 
Administrative and support services 0.0006 0.0001 0.0005 0.0008 
Rental and leasing services and lessors of intangible assets 0.0008 0.0003 0.0003 0.0011 
Wholesale trade 0.0008 0.0000 0.0007 0.0009 
Source: PDIT for years 2001-2013 
 
Table 2. List of industries with the highest and the lowest levels of taxes (% of value added by the 
industry) 

Industry Mean Std.Dev. Min Max 
Highest taxes 

Broadcasting and telecommunications 0.105 0.002 0.100 0.108 
Accommodation 0.103 0.003 0.098 0.106 
Educational services 0.096 0.002 0.092 0.100 
Amusement, gambling, and recreation industries 0.088 0.002 0.084 0.090 
Rental and leasing services and lessors of intangible assets 0.087 0.002 0.083 0.090 

Median taxes 
Motor Vehicles, bodies and trailers, and parts 0.046 0.001 0.044 0.048 
Machinery manufacturing 0.045 0.002 0.043 0.047 

Lowest taxes 
Legal services 0.021 0.000 0.021 0.022 
Computer systems design and related services 0.023 0.001 0.022 0.023 
Administrative and support services 0.023 0.000 0.023 0.024 
Wholesale trade 0.027 0.000 0.027 0.028 
Miscellaneous professional, scientific, and technical services 0.029 0.001 0.028 0.029 
Source: PDIT for years 2001-2013 
 
Empirical Implementation, Variable Definitions, and Data Sources 
 
To estimate the effects of business incentives on U.S. county establishment births, our 

econometric analysis starts with the first-difference Ordinary Least Squares (OLS) along with the 

instrumental-variable (IV) approach to further drill down into the effects of incentives. We focus 

on the 2001-2013 period due to the data availability for the dependent variable. Later we utilize 

count-data approaches.  

Our sample is defined by the PDIT’s geographical and industry coverage. The PDIT provides 

incentive and tax values for 47 cities 33 statesvii across 45 industries. As explained by Bartik 

(2017), city-level data are the basis for PDIT state-level aggregations reported in the dataset. If 

two or more cities for a given state are included in the dataset, the PDIT reports their average 
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valueviii. In our analysis, we use county-level data within metropolitan statistical areas (MSA) that 

correspond to the cities and states reported by the PDIT in unpublished dataix. One advantage of 

this approach is that we rely on more observations in the empirical estimation. Our sample 

contains 261 metro counties in 40 distinct U.S. Bureau of Economic Analysis economic areas 

(used for clustering the residuals). Because we use MSA county-level observations that proxy 

their incentive and tax rates from the MSA’s largest principle city, this measurement error 

generally biases the incentive variable’s coefficient toward zero. 

We first analyze the effects of incentives on the total business start-up activity and then separately 

focus on export-intensive industries, manufacturing, as well as three subgroups of manufacturing 

industries defined by their R&D intensity. We use the PDIT-provided export and manufacturing 

indicators to identify export-based and manufacturing industries, respectively, and classify the 

latter into low, medium and high R&D groups following Conroy, Deller and Tsvetkova (2016)x. 

To perform the analysis at the various levels of industrial aggregation, we calculate the magnitude 

of incentives by taking the total dollar value of incentives and dividing by the respective total 

value added in dollars.  

First-Difference/Instrumental Variable Approach (Lewbel) 

The first difference Lewbel approach is our base specification. The dependent variable is the 

annual logged number of establishment start-ups per capita for each MSA county in the dataset. 

The data is from the U.S. Census Bureau (the Business Information Tracking System (BITS) for 

business entry and annual population estimates for population).xiv To account for the county-level 

fixed effects, we difference the dependent variable (logged number of per-capita start-ups) over 

three-year periods, and we use as the incentive explanatory variable a three-year differences in 

actual incentives measured as percentage of value added. Thus, county fixed effects are removed, 

which by definition means that we also remove the MSA fixed effect for all of the MSA’s 

counties (along with the idiosyncratic county portion of the fixed effect). We difference over 

three years instead of one because that helps alleviate measurement issues in annual data and 

allows for a longer period for adjustments in start-up behavior. For example, Tsvetkova and 

Partridge (2016) find that using one-year first differences rather than three-year differences yield 

similar findings and have greater efficiency. Additionally, the instruments perform better with 

three-year differences. We cluster standard errors in all specifications at the 2004 BEA economic 
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area level to account for spatial autocorrelation.xv  

Equation 1 shows the estimated model. 

Δ𝑌#$% = 𝛽( + 𝛽𝟏Δ𝐼𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑠#$(4)% + 𝛽𝟐Δ𝑇𝑎𝑥𝑒𝑠#$% + 𝛽𝟑Δ𝐼𝑛𝑑𝑀𝑖𝑥=% + 𝛽𝟒𝐽𝑜𝑏𝑠𝐹𝑙𝑜𝑤=%EF + 𝑿𝜷+

𝝏𝒔 + µ𝒕 + 𝜀#%                                                                                               (1) 

where Δ𝑌#$% is a three-year difference in log number of start-ups per-capita in county c, sector i 

(own sector) or j (other sector), in which i stands for all industries (total); export; manufacturing; 

high R&D manufacturing; medium R&D manufacturing; low R&D manufacturing in year t 

between 2001 and 2013.xvi Incentives and Taxes refer to the total incentive measure (measured 

continuously as percentage of value added) and total tax measure, respectively, as reported by the 

PDIT (aggregated to the sector/subsector under consideration). The JobsFlow variable, described 

further below, is measured in year t-3, the initial year of each three-year differencing period. The 

model also includes state fixed effects (𝝏𝒔) to account for state-level factors. The model also 

includes year fixed effects (µ𝒕) to factor out common national (annual) patterns such as the Great 

Recession or the economic expansion. Appendix Table A1 provides a summary of the variable 

descriptions and data sources, and Appendix Table A2 presents descriptive statistics for all the 

continuous dependent and independent variables used in the main models. 

All variables in Equation 1 (except the binary ones) are standardized by subtracting the 

mean and dividing by the standard deviation to obtain beta coefficients for comparability. Thus, 

each regression coefficient reflects the expected standard deviation change in the dependent 

variable in response to a one standard deviation change in the explanatory variable. The control 

variables are described in the next subsection. 

The most likely specification concern is that common unobservable factor(s) such as 

government quality that affects both incentives and the number of start-ups introduce 

endogeneity. Another possibility is the direct reverse causation via the potential for start-ups to 

directly affect economic conditions. i.e. changes in local start-up rates may induce states and 

localities to alter their incentive packages. Furthermore, strong economies may give localities 

greater resources to offer more incentives or weak economies may prompt governments to offer 

more incentives to stimulate growth. Similarly, it is possible that correlation between the 

incentive variable and the residual could be caused by measurement error. To address any 
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endogeneity caused by possible reverse causation and time-varying omitted variables, we use an 

instrumental variable (IV) approach to estimate Equation (1).  

Within this approach, the potentially endogenous variable Incentives is instrumented using 

the 2000 value of the IEI index developed by Patrick (2014). The IEI measures the degree that 

each state’s constitution limits the ability of state and local governmental entities to use public 

money, credit, property, or financial relationships to aid private businesses. The IEI is based upon 

three state constitutional provisions that arose in response to government participation in risky 

and failed economic development projects during the mid- to late-nineteenth century. Patrick 

(2014, 2015, 2016) demonstrates that the availability and financing of economic development 

programs within a state are directly governed by state constitutional provisions reflected in the 

IEI. Variation across states in events that instigated state constitutional policy responses yields 

remarkable heterogeneity in the provisions, and, therefore, the IEI across states.  

As indicated in Patrick (2014, 2015, 2016) and in our empirical results, the IEI is a strong 

predictor of combined state and local economic development incentives in a location. These state 

constitutional provisions predate our analysis by over one hundred years. This fact coupled with 

the arduous process of amending a state constitution and the limited likelihood that one county’s 

economic outcomes leads to state constitutional change yields variation that is plausibly 

exogenous to the changes in county start-up activity that we study. To create time variation in the 

instruments, we interact the 2000 IEI value with time-period dummies. The time-period 

interactions help identify temporal variation in the IEI value’s effect because incentives vary over 

time due to changes in the business cycle or changes in the intensity of their use over time.  

To further improve identification over the standard IV analysis, our base analysis relies on 

the Lewbel (2012) procedure, which in addition to the IEI instrument, uses heteroscedasticity in 

the error terms to form an additional instrument (e.g., created by an omitted variable). The 

Lewbel instrument equals (𝒁 − 𝒁P)𝝐𝟐, where Z is the vector of instruments (including IEI index in 

our case) and 𝝐𝟐 the vector of residuals from the first-stage OLS model. The Lewbel (2012) 

instrument was designed to address problems related to omitted-variables and measurement error, 

as well as cases for which standard instruments are either unavailable or are weak in the first-

stage. In our case, it also provides a good robustness test of the standard IV results that only use 

the IEI instrument. Lewbel (2012) shows that the additional instrument is valid under rather 
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general conditions. We run full diagnostic tests including identification tests to determine if the 

Lewbel IV model is valid.   

Control variables 

In addition to the incentive measure, all models include control variables to account for the 

influence of other factors that the literature shows to be related to business entry. First, we 

include measures of regional economic activity and economic structure. The most important of 

these are Taxes, IndMix, and JobsFlow. The variable Taxes approximates the business tax burden 

in a given sector/subsector and county. It is derived from the PDIT in a way that is consistent 

with derivation of the incentives measure.  

The IndMix variable approximates local demand shocks (also known as the Bartik 

instrument); higher values indicate favorable economic conditions for starting a business. It is 

calculated as the expected employment growth rate in a county over three-year period if all local 

industries grow at their respective national growth rates.xvii  The employment data is from County 

Business Patterns (CBP) from the U.S. Census Bureau. Because CBP county/industry data is 

often suppressed for confidentiality reasons, we use data from the W.E. Upjohn Institute for 

Employment Research that estimates the suppressed values in the original CBP data (Bartik, 

Biddle, Hershbein & Sotherland, 2018) using an algorithm from Isserman and Westervelt (2006). 

The JobsFlow variable measures the approximate ease of finding a job in a different sector 

if an employee changes jobs or is displaced from work. After accounting for the industry 

structure’s direct effects on labor demand shocks (through IndMix), JobsFlow measures whether 

the county’s industrial structure facilitates worker movements across sectors. Thus, because it is 

easier for workers to move from (relatively) slow-growing sectors to (relatively) fast-growing 

sectors, a greater JobsFlow value should support faster job growth in response to positive or 

negative shocks. It also indicates greater job availability and an industrial structure that facilitates 

movements to new start-ups and expanding firms. Much like the industry-mix (Bartik) variable, 

the JobsFlow variable uses job-to-job flow information at the 2-digit NAICS national level from 

the U.S. Census Bureau Longitudinal Employer-Household Dynamics (LEHD) program and the 

county’s initial industry composition from the CBP (meaning it should be exogenous).xviii 

A set of socioeconomic controls is included in all models. They include employment shares 

in manufacturing (total), labor-intensive manufacturing,xix agriculture and miningxx; shares of the 
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adult population with only a high school diploma, with some college, and with at least a 

Bachelor’s degree (not completing high school is the omitted group). These additional control 

variables are measured in 1990 to minimize endogeneity concerns. Finally, all models include 

three-year time fixed effects to account for common national cyclical and trend effects and state 

fixed effects to factor out the effects uniform within states.  

Estimation results and discussion 

Lewbel IV Results 

The Lewbel IV results are our base results, leaving discussion of the standard IV results in 

the next section. Table 3 reports the three-year first-difference Lewbel IV results, in which the 

estimated coefficients reflect the expected effect of a one-standard deviation change in a given 

variable on start-ups (measured in standard deviations). Table 3 is organized as follows. In the 

three columns within the “Total incentives” panel, the coefficients on Incentives respectively 

reflect the effect of a one standard deviation change in total incentives on: (1) total start-ups; (2) 

export industry start-ups; and (3) high R&D manufacturing start-ups. Similarly, the three 

corresponding columns in the “Export industry incentives” panel respectively show the expected 

influence of export incentives on (1) total start-ups; (2) export industry start-ups; and (3) high 

R&D manufacturing start-ups. The other columns are organized in an analogous manner.  

Before discussing the results, we note that the first-stage F-statistics (at the bottom of the 

table) for the strength of the instruments range from 13 to 23 (well above the rule-of-thumb value 

of 10), which suggests that the instruments are sufficiently strong. Further, in no case do the over-

identification tests reject the null hypothesis that the instruments are uncorrelated with the 

residuals, implying that the models are well identified. A test for endogeneity performed by 

STATA points that the OLS models do not suffer from endogeneity bias. However, given that 

endogeneity tests are often viewed sceptically and that economic theory suggests that 

endogeneity bias is likely to exist, we use the Lewbel IV models as our base case. Nonetheless, 

we discuss the OLS results as a robustness check in the next section.xxi 

Turning to the specific results, a one-standard deviation change in total incentives is 

associated with a -0.13 standard deviation change in total start-ups, consistent with overall 

crowding-out effects.xxii,xxiii For export and high R&D start-ups, total incentives also have a 
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negative coefficient, but they are statistically insignificant.xxiv For total incentives, the overall 

crowding-out of start-ups is inconsistent with stories of positive economic multiplier effects for 

new business creation or related “cluster” stories being a dominant feature.xxv Similarly, 

incentives for export industries and manufacturing are also associated with fewer total start-ups 

(i.e., crowding out), while statistically insignificant effects elsewhere. Turning to the subsector 

results, regardless of the case, total start-ups are negatively associated with incentives given to the 

specific subsector. Although not shown for brevity, we find that medium R&D manufacturing 

incentives are also inversely associated with fewer export-industry start-ups, which further 

supports this point. 

In sum, these results suggest that incentives generally crowd out total start-ups and start-

ups in other industry categories as well, which is inconsistent with the arguments of incentive 

proponents. For example, if a local government incentivizes a Thai restaurant in a retail district, 

our findings suggest that other possible Thai restaurant start-ups and other restaurant start-ups in 

general may be crowded out because of the new subsidized competition. In addition, because 

large firms are more likely to receive incentives than start-ups, start-ups may face further cost 

disadvantages as labor and land prices are bid up.  

Table 3. Lewbel IV estimation results for the 3-year differences in the number of establishment 
births per capita (logged) 

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -.13*** -.07 -4.5e-03 -.15*** -0.087 -.026 -.13** -.077 7.9e-03 
 (0.05) (0.04) (0.02) (0.06) (0.07) (0.03) (0.06) (0.06) (0.03) 
Taxes 1.1e-03 9.1e-03 -5.5e-03 -5.6e-03 5.8e-03 3.6e-03 -9.4e-03 -3.0e-03 2.5e-04 
 (0.02) (0.02) (0.01) (0.03) (0.03) (0.02) (0.03) (0.03) (0.02) 
IndMix .34*** .047 -.096 .33*** 0.042 -0.1 .34*** .048 -.093 
 (0.09) (0.09) (0.08) (0.09) (0.08) (0.08) (0.09) (0.09) (0.08) 
JobsFlow .098*** .063*** .012 .1*** 0.067** .017 .092*** .061** .01 
 (0.03) (0.02) (0.01) (0.03) (0.03) (0.01) (0.03) (0.02) (0.01) 
R-sq 0.402 0.204 0.025 0.402 0.203 0.026 0.403 0.202 0.024 

Weak ID test 13 13 13 16 16 16 15 15 15 
Endogeneity .95 .69 .78 .96 .29 .85 .98 .64 .22 
OverID .19 .37 .37 .16 .21 .28 .34 .56 .52 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -.11* -.085 6.4e-03 -.13** -.091* -.033 -.13** -.058 .018 
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 (0.06) (0.07) (0.03) (0.05) (0.05) (0.03) (0.05) (0.04) (0.03) 
Taxes -.019 -2.1e-04 -4.7e-04 -.023 -5.0e-03 .013 -9.0e-03 -7.9e-03 -1.6e-03 
 (0.03) (0.03) (0.02) (0.03) (0.03) (0.02) (0.03) (0.03) (0.02) 
IndMix .35*** .049 -.093 .35*** .047 -.1 .34*** .05 -.09 
 (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) 
Job Flow .084*** .06** .011 .094*** .065*** .018 .094*** .059** 8.0e-03 
 (0.03) (0.02) (0.01) (0.03) (0.03) (0.01) (0.03) (0.02) (0.01) 
R-sq 0.403 0.202 0.024 0.401 0.201 0.027 0.403 0.203 0.022 

Weak ID test 20 20 20 23 23 23 21 21 21 
Endogeneity .83 .93 .48 .83 .97 .37 .82 .6 .081 
OverID .43 .64 .53 .24 .34 .45 .37 .42 .47 

Notes: standard errors clustered at the BEA economic area level in parentheses; number of observations = 1,116; 
Weak ID test is Kleibergen-Paap rk Wald F statistic; Endogeneity follows from Stata and numerically equals the 
Hausman test; OverID test is Hansen J statistics; *** - significant at the 0.01 level, ** - significant at the 0.05 level; * 
- significant at the 0.1 level. 
 

Regarding the interpretation of the overall tax coefficient, one needs to keep in mind the 

government budget constraint (Helms, 1985; Dalenberg and Partridge, 1995). The government 

budget constraint implies that if the government receives one more dollar of revenue, then by 

identity, expenditures must rise by one dollar (treating the net budget balance as an expenditure 

category). Since both the expenditure and revenue effects simultaneously occur, one must weigh 

the net effects of the (likely) negative effect from higher average taxes plus the effects of an 

equal-sized increase in average government expenditures. One can imagine that the (probable) 

positive effects of government spending on factors such as education, public safety, and 

infrastructure could overwhelm the adverse effects of higher taxes. The point is that the tax 

coefficient does not only reflect the effect of taxes, but also the effects of the expenditures that 

are funded by the new taxes.  

The results suggest that state and local overall tax burdens have a statistically insignificant 

influence on start-ups across all cases, in which the magnitude of the tax coefficients is very 

small, suggesting that higher taxes themselves do not deter start-ups. These insignificant tax 

results also do not support arguments that start-ups are stimulated when the incentives 

successfully produce higher government tax revenue and expenditures.  

Turning to the industry-mix demand-shock variable (i.e., Bartik instrument), the results 

suggest that a one-standard-deviation-sized exogenous demand shock is associated with about a 

0.35 of a standard deviation increase in total start-ups, which goes in line with previous findings 
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of the defining role of local economic conditions in economic performance (e.g. Tsvetkova et al. 

(2019) report this to be the case for employment growth). What is interesting is that the negative 

effect of incentives is over one-third of the positive size of the effect of local demand shocks 

(measured in beta coefficients). Together this suggests that incentives have relatively large 

adverse effects on overall start-ups when considering their relative impact compared to economic 

shocks. By contrast, industry demand shocks are statistically unrelated to start-ups in export 

industries and high R&D manufacturing. This finding is also expected given that local county 

conditions are unlikely to define demand in these industries. 

Increased labor market flexibility as indicated by an industry composition that facilitates 

inter-sector job mobility (JobsFlow) is positively associated with greater total and export industry 

start-ups but not high R&D manufacturing. Indeed, for total start-ups, the size of the jobs flow 

coefficient is nearly one-third the size of the industry mix demand shock coefficient, indicating its 

relative importance. While not exactly the same, this finding indirectly supports arguments of 

those who argue that job mobility should be increased through policy changes such as limiting 

the enforceability of non-compete clauses or limiting state occupational licensing.xxvi 

Robustness tests  

We further test the robustness of our results in this subsection by exploring whether the 

results are affected by using (1) Lewbel IV that assesses temporal heterogeneity of the results, (2) 

standard IV, in which the model does not utilize the additional Lewbel instrument, (3) OLS, (4) 

negative binomial estimation using the number of start-ups as the dependent variable, and (5) 

examining several narrowly defined key industries.  

The period we examine contains the Great Recession, which may produce differing results, 

pre-, post-, and during the recession. Thus, we interact a Great Recession 2007-2010 period 

dummy with our incentive variable and re-estimate the Lewbel IV model (see Appendix Table 

A3). Yet, the interaction variable was economically small and statistically insignificant at the 

10% level in all cases, indicating little temporal effect.  

Next, we re-estimated the Lewbel IV model using one-year first differences to appraise 

how the estimates change (see Appendix Table A4). Regarding the incentives, these results are 

very similar to the base results in terms of pattern and statistical significance. The main difference 
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is that the magnitude of the results are about one-third the size in the one-year first-difference 

models, which is unsurprising. In sum, these results suggest that the crowding-out effects of the 

incentives are immediate. It would be nice to assess if the crowding-out effects persist for a 

decade or more in the long run. However, given the short span of our data, we are unable to 

explore this issue in a first-difference or panel setting to account for fixed effects. Further, in long 

timespans, the incentive packages of localities can also significantly change, making it difficult to 

measure their importance. Thus, we leave it to future research to further appraise this question.   

The standard IV first-difference results that only use the IEI value (and its time-period 

interactions as instruments) for the incentive variables are reported in Table 4. These results are 

qualitatively similar to the reported Lewbel results in Table 3. Specifically, greater total and 

export incentives, respectively, are associated with fewer total and export industry start-ups, 

whereas incentives in total manufacturing and high R&D manufacturing are associated with 

fewer export industry start-ups. Likewise, when we consider the effects of total incentives on 

start-ups, the pattern of incentive results are virtually the same as in the Lewbel IV estimation. 

Another interesting result is that the negative effect of total incentives on total start-ups is larger 

than the corresponding Lewbel result—i.e., a one standard deviation change in total incentives is 

now associated with a 0.52 standard deviation decrease in total start-ups, or about double the 

effect of industry mix demand shocks in the standard IV estimation and about four times greater 

than the response of total start-ups to total incentives in the Lewbel model.  

Though the standard IV results suggest a much larger negative response for start-ups, the 

key reason we prefer the Lewbel model over the standard IV is that the multivariate F-statistics 

for the strength of instruments in the standard IV model range from 4 to 9--or below the rule-of-

thumb threshold of 10 for strong instruments. Conversely, the corresponding Lewbel-model first-

stage F-statistics are always over 13 and the specification testing suggests that the Lewbel models 

are well identified. Finally, as for the Lewbel models, the endogeneity test does not reject the null 

hypothesis of no endogeneity in the standard IV estimation.  

 Given that both the Lewbel and the standard IV models suggest that endogeneity may not 

be a concern, we also estimate first-difference OLS models that are reported in Table 5. These 

results are also quite consistent with the Lewbel estimates. A couple noteworthy differences are 

that now total, manufacturing, and high R&D incentives are statistically significant and 
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negatively related to high R&D manufacturing start-ups (and the same applies to low R&D and 

medium R&D manufacturing incentives). Similarly, incentives in manufacturing and high R&D 

manufacturing have a statistically significant negative relationship with export start-ups. There is 

no OLS case in which incentives have a statistically significant positive coefficient and we 

continue to find little evidence that the overall tax burden deters start-ups. In sum, the OLS 

results make an even stronger case that incentives crowd out start-ups. 

Table 4. 2SLS estimation results for the 3-year differences in the number of establishment births 
per capita (logged) 

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -.52** -.34* -.086 -.49** -.32* -.09 -.6** -.38* -.045 
 (0.22) (0.19) (0.12) (0.22) (0.18) (0.11) (0.28) (0.22) (0.13) 
Taxes .14 .1 .023 .1 .08 .024 .17* .11 .02 
 (0.08) (0.07) (0.04) (0.07) (0.06) (0.03) (0.10) (0.08) (0.04) 
IndMix .24*** -.025 -.12 .24*** -.019 -.12 .24*** -.017 -.1 
 (0.09) (0.06) (0.08) (0.08) (0.06) (0.08) (0.07) (0.06) (0.08) 
JobsFlow .18*** .12** .03 .18*** .12** .031 .18*** .12** .02 
 (0.06) (0.05) (0.02) (0.06) (0.05) (0.02) (0.07) (0.05) (0.02) 
R-sq 0.250 0.119 0.020 0.292 0.140 0.020 0.232 0.109 0.026 
Weak ID test 7.9 7.9 7.9 8.7 8.7 8.7 6.1 6.1 6.1 
Endogeneity 0.0712 0.1168 0.6446 0.0866 0.1193 0.5944 0.0487 0.0961 0.9376 
OverID test (no cluster) 0.0013 0.3377 0.0451 0.0013 0.3584 0.0474 0.0087 0.5013 0.0335 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -.66** -.4* -.037 -.5** -.31* -.046 -.57** -.38* -.046 
 (0.31) (0.23) (0.13) (0.23) (0.18) (0.10) (0.27) (0.23) (0.13) 
Taxes .2* .13 .017 .11 .075 .018 .15* .11 .021 
 (0.12) (0.09) (0.05) (0.08) (0.06) (0.03) (0.09) (0.08) (0.04) 
IndMix .25*** -7.3e-03 -.1 .28*** 6.4e-03 -.1 .23*** -.029 -.11 
 (0.07) (0.07) (0.08) (0.07) (0.07) (0.08) (0.08) (0.07) (0.09) 
Job Flow .17** .11** .017 .17*** .11** .021 .18** .12** .02 
 (0.07) (0.05) (0.02) (0.06) (0.05) (0.02) (0.07) (0.06) (0.03) 
R-sq 0.184 0.094 0.026 0.276 0.138 0.026 0.252 0.106 0.027 
Weak ID test 6.2 6.2 6.2 8.1 8.1 8.1 4.7 4.7 4.7 
Endogeneity 0.0470 0.1011 0.9512 0.0460 0.0911 0.9171 0.0446 0.0857 0.9501 
OverID test (no cluster) 0.0378 0.6377 0.0330 0.0143 0.5915 0.0352 0.0012 0.3275 0.0331 

Notes: number of observations = 1,116; Weak ID test is the first stage F statistic; Endogeneity is the robust 
regression-based test p-value; OverID test is the Sargan test p-value; *** - significant at the 0.01 level, ** - 
significant at the 0.05 level; * - significant at the 0.1 level. 
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Table 5. OLS estimation results for the 3-year differences in the number of establishment births 
per capita (logged) 

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -.091*** -.064*** -.028* -.096*** -.063** -.03 -.093** -.054* -.035* 
 (0.03) (0.02) (0.02) (0.03) (0.03) (0.02) (0.04) (0.03) (0.02) 
Taxes -.014 7.1e-03 2.8e-03 -.024 -1.8e-03 4.8e-03 -.024 -.011 .016 
 (0.03) (0.02) (0.02) (0.02) (0.02) (0.02) (0.04) (0.02) (0.02) 
IndMix .35*** .049 -.1 .35*** .048 -.1 .35*** .052 -.1 
 (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) 
JobsFlow .089*** .062*** .017 .09*** .062** .018 .086*** .057** .018 
 (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) 
R-sq 0.403 0.204 0.026 0.404 0.203 0.026 0.404 0.203 0.027 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -.084** -.05* -.029* -.075** -.049 -.036* -.099*** -.054** -.037* 
 (0.04) (0.03) (0.02) (0.04) (0.03) (0.02) (0.04) (0.03) (0.02) 
Taxes -.028 -.014 .013 -.042 -.02 .014 -.018 -9.3e-03 .018 
 (0.04) (0.02) (0.02) (0.03) (0.02) (0.02) (0.03) (0.02) (0.02) 
IndMix .35*** .055 -.1 .36*** .055 -.1 .35*** .051 -.1 
 (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) 
Job Flow .081*** .055** .016 .084*** .057** .019 .088*** .058** .019 
 (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) 
R-sq 0.403 0.203 0.026 0.403 0.203 0.027 0.404 0.203 0.027 

Notes: standard errors clustered at the BEA economic area level in parentheses; number of observations = 1,116; *** 
- significant at the 0.01 level, ** - significant at the 0.05 level; * - significant at the 0.1 level. 
 

We model start-ups in a log change form (approximately percent change) because that is 

economically more meaningful in assessing their growth rates. However, given that start-ups 

originate as count data, a Poisson or a Negative Binomial (NB) estimation is an alternative 

modelling procedure. Thus, as another robustness test, we estimate count models, in which we 

choose the NB approach because the start-up dependent-variable counts are over-dispersed given 

the large differences in the size of county population. However, we do not use the zero-inflated 

NB version because MSA counties tend to have at least one start-up in each of our categories.  

In the NB models, we follow a two-stage procedure where in the first step we regress 

incentives from the PDIT on IEI, its time interactions and all controls and use the predicted value 

as an explanatory variable in the second step. Our NB models include all controls as well as year 

and state fixed effects. Because we do not correct the standard errors for using a predicted 

incentive value in the model (errors are not bootstrapped), the standard errors are not exactly 
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accurate, although we cluster them at the BEA Economic Area. Clustering should account for 

correlations within economically linked regions; nevertheless, the statistical significance of the 

NB models should be interpreted with some caution.  

The NB results reported in Appendix Table A5 continue to suggest a story consistent with 

the previously reported tax and incentive results.xxvii All types of incentives appear to crowd out 

total start-ups. Another general result is that average state and local tax burdens play no statistical 

role in affecting start-up counts, which is in line with the previously reported results. 

Finally, using the Lewbel IV models as before, we examine some more disaggregated 

results for seven key industries (not shown for brevity): food, beverage and tobacco 

manufacturing; computer and electronic product manufacturing; electrical equipment, appliance, 

and component manufacturing; motor vehicles, bodies and trailers and parts manufacturing; other 

transportation equipment manufacturing (mainly aircraft); computer systems design and related 

services; and accommodations (hotels are highly incentivized in downtowns and near stadiums 

and convention centers). We examine the effects of incentives in these industries on start-ups: in 

total, in their own industry, export industries, manufacturing, and high R&D manufacturing. Yet, 

there is no case where the incentive effect is positive and statistically significant at the 10% level, 

while estimation coefficients are almost all negative. Regarding total start-ups, incentive 

coefficients are negative and statistically significant in five of the seven cases and are statistically 

insignificant in six cases for start-ups in their own industry. The only significant coefficient in 

own industry is in the motor vehicles, bodies and trailers and parts manufacturing where 

incentives in this industry decrease own start-up rates. Finally, incentives in accommodation 

reduce export-industry start-ups. Further, the findings remain the same for overall taxes with 

statistically insignificant coefficients except for a negative and significant coefficient for food 

processing start-ups.  

Conclusion 

Using data from the Panel Database on Business Incentives for Economic Development 

(Bartik, 2017) and the U.S. Census Bureau’s Business Information Tracking System, we estimate 

the effects of business incentives on establishment births in U.S. counties. According to our 

preferred empirical approach, which addresses the endogeneity of incentives by differencing out 

county fixed effects and by using the Lewbel (2012) IV procedure, a one-standard deviation 
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change in total incentives is associated with a -0.13 standard deviation change in total startups. 

Incentives for export industries and for manufacturing in particular are negatively associated with 

the change in total startups. These findings suggest that, in contrast to their intended purpose, 

incentives crowd out new firms, and the crowding out effect is so large that it offsets any effect 

incentives might have in attracting new firms to U.S. counties. We further find that the state and 

local tax burden has no statistical effect, but local demand shocks and an inter-sector job mobility 

are both positively associated with higher total startup rates.  

We conducted multiple robustness checks because all of our individual approaches may 

have limitations. Yet, these findings consistently point to the base pattern described above. Taken 

together, these findings suggest that while the overall tax burden does not deter new firm 

formation, incentives may crowd out new firms that would have formed in the absence of the 

incentives themselves, and this negative effect is only partially offset by favorable shocks to local 

labor demand shocks or an industrial composition that facilitates high inter-sector job mobility. 

Indeed, policymakers need to better account for such adverse spillover effects from incentives in 

their decision-making rather than using (often over-hyped) direct effects. An important caveat of 

the reported findings is that we treat all new businesses as homogenous and are unable to account 

for the “quality” of the start-ups that are crowded out. If incentives improve performance of firms 

that benefit from them (in terms of increased employment, higher productivity and/or other 

important metrics) and this improved performance outweighs the loss of economic activity 

resulting from crowding out as a result of incentives, the reported results are less discouraging. 

Economic theory, however, and the existing evidence seem to suggest that this case is unlikely. 

Future research should investigate heterogeneous effects of incentives and the overall tax 

climate across industries and should focus more broadly on identifying what local policymakers 

can do to effectively incentivize new business formation with its strong long-term economic 

growth effects, rather than incentivizing large firms that dominate the incentive arena. Our 

research findings of a positive relationship between enhanced inter-sectoral labor mobility and 

business start-ups invite more research on the effects of promoting labor market flexibility via, 

for example, policies that limit non-compete contracts or state-level occupational re-certification. 
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Appendix 
Table A1. Summary statistics of the continuous variables used in the main (differenced) 
estimation 

Variable Description Level  Source 
Start-ups* (total and by 
sector as indicated in the 
text) 

Log of the total number of start-ups per 
1,000 residents (total or by sector as 

indicated in the text) County BITS 
Incentives (overall and 
in sectors as indicated in 
the text) 

Percent of value added that an average firm 
may expect to receive as incentives (overall 

or by sector as indicated in the text) State PDIT 
Taxes (overall and in 
sectors as indicated in 
the text) 

Percent of value added that an average firm 
may expect to pay in taxes (overall or by 

sector as indicated in the text) State PDIT 

Industry mix  

Expected growth rate of employment in a 
county if all its industries grow at the 

corresponding national growth rates County 
“Unsuppressed” 

CBP 

JobsFlow 
  

Expected share of employees moving from 
one industry to another within a county 

based on this county’s industrial composition 
and national shares of inter-industry moves 

for each industry pair County 

LEHD and 
“Unsuppressed” 

CBP 

1990 share of adults with 
high school diploma 
only 

1990 number of adults whose highest 
educational attainment is a high school 

diploma divided by 1990 total number of 
adults County 

US Census 
Bureau 

1990 share of adults with 
some college 

1990 number of adults whose highest 
educational attainment is some college 
divided by 1990 total number of adults County 

US Census 
Bureau 

1990 share of adults with 
Bachelor's degree 

1990 number of adults whose highest 
educational attainment is a Bachelor’s degree 

divided by 1990 total number of adults County 
US Census 

Bureau 
1990 Population (log) Log of the 1990 population County US Census 

1990 Share of labor-
intensive manufacturing 

1990 employment in labor-intensive 
manufacturing divided by 1990 total 

employment County EMSI 
1990 Total share of 
manufacturing 

1990 employment in manufacturing divided 
by 1990 total employment County EMSI 

1990 Share of 
agriculture 

1990 employment in agriculture divided by 
1990 total employment County EMSI 

1990 Share of mining  
1990 employment in mining divided by 1990 

total employment County EMSI 
* per capita 
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Table A2. Summary statistics of the continuous variables used in the main (differenced) 
estimation 

Variable Mean Std.dev Min Max 
Total start-ups* 0.000 0.997 -16.836 9.731 
Start-ups in export-oriented industries* 0.000 0.997 -22.809 22.884 
Start-ups in manufacturing* 0.000 0.997 -21.068 12.436 
Start-ups in manufacturing with high R&D* 0.000 0.854 -18.015 11.918 
Start-ups in manufacturing with medium R&D* 0.000 0.949 -25.852 10.410 
Start-ups in manufacturing with low R&D* 0.000 0.989 -16.502 16.594 
Incentives in all industries 0.000 0.997 -4.684 6.171 
Incentives in export-oriented industries 0.000 0.997 -3.707 6.764 
Incentives in manufacturing 0.000 0.997 -3.175 7.328 
Incentives in manufacturing with high R&D 0.000 0.997 -3.357 6.768 
Incentives in manufacturing with medium R&D 0.000 0.997 -2.805 6.564 
Incentives in manufacturing with low R&D 0.000 0.997 -4.186 7.803 
Taxes in all industries 0.000 0.997 -3.459 3.222 
Taxes in export-oriented industries 0.000 0.997 -3.132 3.023 
Taxes in manufacturing 0.000 0.997 -2.993 2.940 
Taxes in manufacturing with high R&D 0.000 0.997 -2.780 2.667 
Taxes in manufacturing with medium R&D 0.000 0.997 -2.997 2.677 
Taxes in manufacturing with low R&D 0.000 0.997 -3.234 3.175 
Industry mix  0.000 0.999 -3.815 10.774 
JobsFlow 0.000 0.999 -3.306 12.288 
Share of adults with high school diploma only 0.000 0.999 -3.320 2.831 
Share of adults with some college 0.000 0.999 -2.517 3.281 
Share of adults with Bachelor's degree 0.000 0.999 -1.626 7.338 
1990 Population (log) 0.000 0.999 -3.205 4.247 
1990 Share of labor-intensive manufacturing 0.000 0.999 -0.627 6.598 
1990 Total share of manufacturing 0.000 0.999 -1.465 4.298 
1990 Share of agriculture 0.000 0.999 -1.286 5.387 
1990 Share of mining 0.000 0.999 -0.371 19.390 

* per capita 
All variables are standardized by demeaning and dividing by standard deviation. 
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Table A3. Lewbel IV estimation results for the 3-year differences in the number of establishment 
births per capita (logged) with Great Recession indicator 

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -.13** -.086** -.044 -.13** -.08** -.042 -.14** -.076* -.037 
 (0.06) (0.04) (0.03) (0.06) (0.04) (0.03) (0.07) (0.04) (0.04) 
GR -.3 -.53*** -.3 -.31 -.54*** -.3 -.32 -.54*** -.29 
 (0.20) (0.20) (0.21) (0.20) (0.20) (0.21) (0.20) (0.20) (0.21) 
Incentives*GR .03 .018 .034 .02 2.1e-03 .036 .031 -5.2e-03 .034 
 (0.08) (0.04) (0.03) (0.09) (0.05) (0.04) (0.09) (0.05) (0.04) 
Taxes -1.6e-03 .014 7.9e-03 -.014 3.5e-03 7.9e-03 -7.6e-03 -3.1e-03 .015 
 (0.03) (0.02) (0.02) (0.03) (0.02) (0.02) (0.04) (0.02) (0.02) 
IndMix .34*** .046 -.1 .34*** .044 -.1 .34*** .047 -.099 
 (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) 
JobsFlow .096*** .066*** .02* .098*** .065*** .021 .095*** .061*** .019 
 (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) (0.04) (0.02) (0.01) 
R-sq 0.402 0.203 0.027 0.403 0.203 0.027 0.402 0.202 0.027 
Weak ID test 265 265 265 96 96 96 101 101 101 
Endogeneity .59 .74 .5 .46 .61 .51 .92 .093 .68 
OverID .22 .3 .25 .16 .24 .31 .22 .25 .47 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -.14** -.086** -.021 -.12** -.075** -.04 -.14* -.057 -.048 
 (0.07) (0.04) (0.04) (0.06) (0.04) (0.03) (0.08) (0.04) (0.04) 
GR -.3 -.54*** -.29 -.29 -.53*** -.29 -.33 -.55*** -.3 
 (0.21) (0.20) (0.20) (0.21) (0.20) (0.21) (0.20) (0.20) (0.21) 
Incentives*GR .042 .012 .029 .041 -.013 .054 .026 -.018 .036 
 (0.09) (0.05) (0.04) (0.09) (0.06) (0.04) (0.09) (0.05) (0.04) 
Taxes -.01 -3.2e-04 8.6e-03 -.028 -9.8e-03 .012 -5.3e-03 -7.4e-03 .02 
 (0.04) (0.02) (0.02) (0.03) (0.02) (0.02) (0.04) (0.02) (0.02) 
IndMix .35*** .049 -.096 .35*** .049 -.099 .34*** .047 -.1 
 (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) (0.09) (0.09) (0.08) 
Job Flow .09*** .061*** .016 .094*** .062*** .021* .096*** .059*** .02 
 (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) (0.04) (0.02) (0.01) 
R-sq 0.401 0.201 0.026 0.402 0.202 0.028 0.401 0.201 0.026 
Weak ID test 227 227 227 145 145 145 227 227 227 
Endogeneity .7 .13 .88 .91 .015 .34 .93 .54 .58 
OverID .18 .24 .41 .22 .45 .42 .28 .25 .4 

Notes: standard errors clustered at the BEA economic area level in parentheses; number of observations = 1,116; 
Weak ID test is Kleibergen-Paap rk Wald F statistic; Endogeneity follows from Stata and numerically equals the 
Hausman test; OverID test is Hansen J statistics; *** - significant at the 0.01 level, ** - significant at the 0.05 level; * 
- significant at the 0.1 level. 
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Table A4. Lewbel IV estimation results for the 1-year differences in the number of establishment 
births per capita (logged)  

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -.041** 5.6e-03 .014 -.054** 3.1e-03 .018 -.051** -2.1e-04 .02* 
 (0.02) (0.01) (0.01) (0.02) (0.02) (0.01) (0.02) (0.02) (0.01) 
Taxes .016 -2.7e-03 -.011 .01 -.01 -.01 -1.1e-03 -.025** -9.0e-03 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 
IndMix .13* .085 -.067** .14* .086 -.067** .14* .085 -.068** 
 (0.07) (0.05) (0.03) (0.07) (0.05) (0.03) (0.07) (0.05) (0.03) 
JobsFlow .016 .028 .026 .016 .028 .026 .017 .027 .026 
 (0.04) (0.03) (0.05) (0.04) (0.03) (0.05) (0.04) (0.03) (0.05) 
R-sq 0.356 0.090 0.010 0.357 0.091 0.011 0.357 0.091 0.011 
Weak ID test+ 3.3e+03 3.3e+03 3.3e+03 4.9e+03 4.9e+03 4.9e+03 821 821 821 
Endogeneity+ .72 .067 .73 .62 .026 .25 .42 .95 .1 
OverID+ .39 .4 .47 .47 .43 .51 .46 .36 .46 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -.045* 3.2e-04 .017 -.053** -2.2e-03 .024* -.049*** 5.9e-04 .019 
 (0.03) (0.02) (0.01) (0.03) (0.02) (0.01) (0.02) (0.02) (0.01) 
Taxes -9.7e-04 -.026** -8.4e-03 -2.6e-03 -.026** -8.8e-03 -3.2e-03 -.025** -8.4e-03 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 
IndMix .14* .085 -.068** .14* .086 -.068** .14* .085 -.068** 
 (0.07) (0.05) (0.03) (0.07) (0.05) (0.03) (0.07) (0.05) (0.03) 
Job Flow .017 .027 .026 .017 .027 .026 .017 .027 .026 
 (0.04) (0.03) (0.05) (0.04) (0.03) (0.05) (0.04) (0.03) (0.05) 
R-sq 0.356 0.091 0.010 0.357 0.091 0.011 0.357 0.091 0.011 
Weak ID test+  568 568 568 1.7e+03 1.7e+03 1.7e+03 568 568 568 
Endogeneity+ .59 .58 .82 .92 .99 .76 .59 .58 .82 
OverID+ .42 .42 .67 .39 .34 .68 .42 .42 .67 

Notes: standard errors clustered at the BEA economic area level in parentheses; number of observations = 3,348; 
Weak ID test is Kleibergen-Paap rk Wald F statistic; Endogeneity follows from Stata and numerically equals the 
Hausman test; OverID test is Hansen J statistics; + indicates no state fixed effects used when obtaining the test 
statistic because Stata could not calculate them with state fixed effects included; *** - significant at the 0.01 level, ** 
- significant at the 0.05 level; * - significant at the 0.1 level. 
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Table A5. Negative binomial estimation results for the annual number of establishment births 
(Incentives is the predicted value from regressing incentives from the PDIT on the IEI and its 
year interactions) 

 
Total incentives Export industry incentives Manufacturing incentives 

Total Export High R&D  Total Export High R&D  Total Export High R&D  
Incentives -28*** -28 -33 -13*** -13 -15 -11** -12 -16 
 (10.24) (19.13) (29.45) (4.74) (8.99) (14.05) (4.34) (7.43) (12.42) 
Taxes 2.5 2.6 1.9 2 1.9 2.8 2.3 1.9 3.9 
 (2.50) (3.55) (5.71) (2.44) (3.31) (5.65) (2.18) (2.78) (5.40) 
IndMix 9.2e-03 -6.6e-04 -.023 9.1e-03 -8.2e-04 -.023 8.9e-03 -8.5e-04 -.022 
 (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) 
JobsFlow 65*** 70*** 33 65*** 70*** 33 65*** 70*** 34 
 (12.69) (19.97) (31.35) (12.68) (19.97) (31.38) (12.68) (19.95) (31.40) 

 
High R&D manufacturing Medium R&D manufacturing Low R&D Manufacturing 
Total Export High R&D  Total Export High R&D  Total Export High R&D  

Incentives -14** -15 -19 -10** -11 -14 -8.4** -9.8 -14 
 (5.41) (9.32) (14.82) (4.01) (7.04) (11.10) (3.63) (6.07) (10.76) 
Taxes 3.5 3 5.5 2.2 1.5 3 1.5 1.2 3 
 (2.76) (3.71) (6.72) (2.25) (2.75) (5.07) (1.74) (2.14) (4.46) 
IndMix 8.9e-03 -8.4e-04 -.022 8.7e-03 -1.1e-03 -.023 8.9e-03 -8.0e-04 -.022 
 (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) 
Job Flow 65*** 70*** 34 65*** 70*** 34 65*** 70*** 34 
 (12.68) (19.96) (31.39) (12.68) (19.96) (31.39) (12.68) (19.95) (31.40) 

Notes: standard errors clustered at the BEA economic area level in parentheses; number of observations = 3,393; *** 
- significant at the 0.01 level, ** - significant at the 0.05 level; * - significant at the 0.1 level. 
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iSee Mississippi Encyclopedia, “Balance Agriculture with Industry Program (BAWI)” downloaded 
on March 24, 2019 <https://mississippiencyclopedia.org/entries/balance-agriculture-with-industry-
program/>. 
iiSee Amazon’s HQ2 RFP, downloaded on March 24, 2019 at: <https://images-na.ssl-images-
amazon.com/images/G/01/Anything/test/images/usa/RFP_3._V516043504_.pdf>.  
iii For example: Amazon’s RFP stated:  

• “A highly educated labor pool is critical and a strong university system is required.” 
• Logistical requests for an efficient highway infrastructure. 
• “…a compatible cultural and community environment… This includes the presence and 
support of a diverse population, excellent institutions of higher education, local government 
structure and elected officials eager and willing to work with the company…” 

ivEven if the local region benefits from the location of incentivized firm(s), the distortions 
introduced by the incentives probably reduce national income. Simply put, they can move firms 
from locations where they would have been most productive to less-productive places. However, 
incentive proponents counter that this is not the case when incentives are used to offset high 
existing taxes that would deter firms from locating there.  
vThe tax model data is from the Bureau of Economic Analysis (BEA) Industry Accounts for 2011 
merged with Internal Revenue Service (IRS) data and National Science Foundation (NSF) data on 
R&D. Data on taxes are from Commerce Clearing House State Tax Guides (1990-2013) 
supplemented for recent years with data from the Tax Foundation, on-line sources for local taxes, 
Lincoln Institute on Land Policy, and the Minnesota Center for Fiscal Excellence (for property 
tax data). Incentive data mostly come from summaries by Good Jobs First, C2ER, and state and 
local economic development websites. 
vi One needs to keep in mind that construction is indirectly subsidized when other firms receive 
incentives for new structures. 
vii The 33 states included in PDIT account for 92% of the U.S. GDP (Bartik, 2017). 
viii PDIT tends to include the largest cities in a state.	
ix We use the June 2003 MSA definition from the Office of Management and Budget (OMB) to 
identify the counties in the analysis based on the names of the cities in the PDIT. 
x High R&D manufacturing industries include (a number in parentheses refers to the industry 
number indicated in the PDIT) Chemical manufacturing (9); Computer and electronic product 
manufacturing (15); Electrical equipment, appliance, and component manufacturing (16); Motor 
vehicles, bodies and trailers and parts (17) and Other transportation equipment (18). Medium 
R&D manufacturing industries include Printing and related support activities (7); Machinery 
manufacturing (14); Furniture and related product manufacturing (19) and Miscellaneous 
manufacturing (20). Low R&D manufacturing industries are (1) Food, beverage, and tobacco 
manufacturing (2) Textile mills and textile product mills (3); Apparel, leather and allied product 
manufacturing (4); Wood product manufacturing (5); Paper manufacturing (6); Petroleum and 
coal product manufacturing (8); Plastics and rubber products manufacturing (10) 
Nonmetallic mineral product manufacturing (11); Primary metal manufacturing (12) and 
Fabricated product manufacturing (13). 
xiv It would be interesting to examine the effects of incentives on numbers of firm deaths, which 
are available in this dataset. In fact, the correlation between the initial levels of births (per 
worker) and deaths (per worker) is .60, though the correlations of the three-year percent change in 
births and deaths per worker is only 0.13. Unfortunately, given the length of this paper, we do not 
consider this issue, leaving it for future research. The authors thank Haifeng Qian (University of 
Iowa) and Jaebeum Cho (Indiana University) for sharing the BITS data. 
xv There are a total of 179 U.S. BEA Economic Areas (see https://www.bea.gov/news/2004/new-
bea-economic-areas-2004), in which our sample covers 40 areas. Clustering at this level adjusts 
the standard errors within each Economic Area to reflect any estimated spatial autocorrelation 
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across nearby counties. Yet, there could be additional spatial autocorrelation that affects the 
efficiency of the results if the county residuals are correlated between counties from different 
BEA economic areas—e.g., between counties in the Dallas MSA and Albuquerque MSA. In our 
base Lewbel model results, we find that the average spatial correlation among the county 
residuals from different economic areas equals .026 when inversely weighting the residuals by 
distance (using the spweight command in Stata). While this effect is statistically significant, we 
do not believe it is economically significant and make no further corrections to the standard 
errors. Yet, we acknowledge that this may slightly affect the statistical significance of our results, 
though our results would remain unbiased.  
xviWe take the log of the number of new establishments plus one because the log function is 
unidentified at zero, which is common practice (Wooldridge, 2013). Of course, this would 
slightly affect the accuracy of these results. Ekwaru and Veugelers (2018) note that an optimal 
approach would be to estimate the constant that we add to the number of new establishments, 
though we leave that to further research. As part of our robustness assessment of our results, we 
later describe our count-data specification that would not be affected by this concern. 
xvii The derivation of IndMix follows: 

𝐼𝑛𝑑𝑀𝑖𝑥#R = 	T𝑆ℎ#$W𝑁𝑎𝑡𝐺𝑟$R

[

$\]

 

where subscript i indicates 4-digit NAICS level industry and there are N industries. 𝑆ℎ#$W is the 
share of industry i’s employment in county c at the beginning of the (annual for the DiD 
estimation or 3-year for the IV estimation) period τ and 𝑁𝑎𝑡𝐺𝑟$R is the national industry growth 
rate over the same period. Because national growth rates and initial industry shares are used, 
industry mix is typically assumed to be exogenous and is often used as an instrument for local 
economic conditions. This assumption applies as long as there are no labor supply responses 
associated with lagged industry composition after conditioning on the labor supply variables 
included in the model (reducing any lingering labor supply effects in the residual that may be 
correlated with lagged industry composition).  
xviiiJobsFlow is calculated as follows: 

𝐽𝑜𝑏𝑠𝐹𝑙𝑜𝑤#% = ∑ ∑ 𝑆ℎ#$W𝑆ℎ#4W𝐹𝑙𝑜𝑤$4 ,4$                                                                          

where Sh=i% is county c’s share of employment in the origin sector i at time t, the beginning of a 
period under consideration; Sh=j% is county c’s share of employment in the destination sector j at 
time t and Flowij is the percent of total employment leaving sector i that ends up in sector j from 
the LEHD. Thus, for each industry × industry pair, the larger the size of the job flow, Flowij, 
from industry i to industry j, the easier it should be to move between the two sectors if there are 
job losses or growth in either sector. Circular flows within a sector are excluded, i.e., when 
calculating the JobsFlow variable, only sector pairs such that i ≠ j are considered. Because job 
flow data are provided nationally, just as in the case of the industry mix term, the resultant 
measure used in our analysis is assumed to be exogenous.  
xixWith the total manufacturing share controlled for, the labor-intensive manufacturing variable 
controls for whether labor-intensive manufacturing has an additional separate effect from the rest 
of manufacturing.   
xx Employment data used for the 1990 controls come from the proprietary dataset purchased from 
Economic Modeling Specialists, Int. (EMSI), which gives the annual number of employees in 
each of the 4-digit NAICS industry (with some compression in agriculture and government) by 
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county. The EMSI employment data was previously used in a number of studies (Weinstein, 
Partridge & Tsvetkova, 2018; Tsvetkova, Partridge & Betz, 2019). 
xxi	Lewbel (2012) describes that the assumptions for using this IV are relatively general. One 
assumption is that there is heteroscedasticity in the first-stage standard-IV (under the least 
restrictive conditions) and also that there is heteroscedasticity in the second-stage models under 
more restrictive assumptions. Generally, if the heteroscedasticity assumption does not hold, then 
the Lewbel instrument may be weak. In our case, we tested whether there was heteroscedasticity 
in both the first- and second-stage models using the Breusch-Pagan test, finding that we could 
reject the null hypothesis of homoscedasticity of the residuals at the 5% level in every single case 
for the second-stage residuals, but not in the cases for export industries, manufacturing, and High 
R&D manufacturing in the first-stage models. Nonetheless, the first-stage Lewbel IV F-statistics 
regarding the strength of the instruments are much larger than the corresponding F-statistics for 
the standard IV models in all cases, which indicates that even though heteroscedasticity is not 
always statistically significant, the Lewbel approach appears to produce stronger first-stage 
instruments that also pass identification tests.	
xxii	Another potential interpretation pointed out by a reviewer is that changes in incentives offered 
by the MSA’s principal city influence total startups across all of the MSA’s counties. This is not 
our preferred interpretation because it is inconsistent with standard tax competition behavior of 
neighboring governments described above. Yet, this alternative interpretation would suggest even 
larger negative start-up responses to tax incentives because that only captures the incentive 
effects from the principle city and would not account for the effects of changes in incentives 
outside of the principle city.	
xxiii	One possible concern is how spatial autocorrelation affects the results. While this does not 
bias the regression results, it may affect their efficiency (Barrios et al., 2012). As noted above, 
within BEA economic area correlations are accounted for by clustering the residuals. However, 
there could be spatial autocorrelation between counties in different MSAs. We do not believe 
between autocorrelation is consequential. First, given that our sample has a limited number of 
MSAs, they are typically rather distant from each other—e.g., Denver’s road distance to 
Albuquerque, New Mexico is 447 miles, which limits spillovers. Second, we estimated the 
average spatial autocorrelation of the county residuals between MSAs and BEA Areas using an 
inverse-distance weighted matrix (with the spwmatrix command from Stata). The between-MSA 
autocorrelation of the county residuals averaged .026. Though this effect was statistically 
significant given the large number of observations across years, we view this as economically 
inconsequential. Yet, we caution that our estimates may not be fully efficient, though unbiased. 
To further assess this issue, we clustered our residuals at the state level. However, our results are 
essentially unchanged (results available upon request from the authors), further suggesting that 
spatial autocorrelation is not a major problem.	
xxivWhile we do not report these results to save space, our estimation shows that manufacturing 
incentives have a statistically insignificant effect on manufacturing startups, medium R&D 
manufacturing incentives have a statistically insignificant effect on medium R&D manufacturing 
startups, and low R&D manufacturing incentives have a statistically insignificant effect on low 
R&D manufacturing start-ups.  
xxvTo put this into better economic perspective, using the actual levels (not logs), a one standard 
deviation change in three-year total county start-ups over the study period equals 84, which 
suggests that one standard deviation increase in incentives leads to about 10.92 fewer start-ups in 
a county. Given that each MSA in our sample includes six to eight counties on average, the 
expected impact in an MSA would be crowding out of net 65.5 to 87 start-ups.  
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xxvi	To assess whether adding our 1990 lagged values of the demographic variables to model 
affected our results, we reestimated the Lewbel IV dropping those variables, but the results were 
essentially unchanged (results not shown).	
xxviiThe IV Negative Binomial results using STATA suggest the instrument in our 2-stage 
procedure is strong. In a simple regression of incentive levels derived from the PDIT on IEI, its 
year interactions and all control variables (including state fixed effects), the F statistics are well 
above 1,000 for all incentive types.  
 


